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1 Shannon Capacity of the Parallel Gaussian Channel Model
and Power-Constrained Waveform Channels with Colored
Noise

1.1 Shannon capacity of the parallel Gaussian channel model

Last time, we began discussing the parallel Gaussian channel model. We are doing com-

munication at times i = 1,...,n. At time i, we can send inputs Xi(l), .. ,XZ.(K), and the
the receiver receives Yi(l), . ,Yi(K)i where Yi(k) = XZ»(k) + Zl-(k), and the ZZ-(k) ~ iid NV (0, 0,3).
The power constraint is that for each message m € [M,], the codeword
2 (m) - ol (m)
:L‘gK) (m) --- 20 (m).
must satisfy
n K
@M)2 < nP.
i=1 k=1

Theorem 1.1. The Shannon capacity is

sup I(xW, o xEy @y )y,
Tho B[(X(#)2]<nP

Proof. We can prove via the usual method of a random coding argument for achievability
and Fano’s inequality for the converse. O

Choosing the inputs to be independent Gaussians is best (to maximize the mutual
information), say X*) ~ A(0,P,) (we must have Zszl P, < P). This leads to the

problem
K
1 Py
max — log <1 + ) .
K, P=P ; 2 o



Use the Lagrange multiplier technique: The Lagrangian is

K 1 P K
£(P1,...,Pk,)\):Z§log (1+0—2’“) +A<2Pk—P>.
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Then
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We also need to bring in the non-negativity constraints. With these taken into account,
the optimality criterion is that at the optimum, % must be < 0 with strict inequality

allowed only at P, = 0. This leads to

logoe 1 <y
2 op+Pr T

for all ki with strict inequality only if P} = 0. That is, o, + P, = constant, except possibly
for k such that Py = 0. This is waterfilling the available power P = Z£:1 P} on the noise
power. Imagine filling up the following bucket with water:

1.2 Power-constrained waveform channels with colored noise
What does this have to do with waveform channels in colored noise?

Definition 1.1. For a discrete time stationary process (Ug, k € Z), the autocorrelation

function is
Ryuy(m,n) = E[U,U,).



This is dependent only on m — n, and we may call it Ry y(m —n).

Definition 1.2. We call (U,,n € Z) wide sense stationary (WSS) if Ry (m,n) is
dependent only on m — n and if E[U,,] is constant.

Definition 1.3. The power spectral density of the process (Uy,,n € Z) (assuming the
sampling time is T') is

SU,U(.]C) _ Z RU7U(n)€_i2ﬂfnT,

n=—oo

which is periodic with period 27/T.

The coefficient of the autocorrelation function can be recovered as
1 wo
s | Suu ) dr where W= 7

If the parallel Gaussian channel model is viewed as coming from quantizing the commu-
nication bandwidth into K levels with the noise power roughly flat over those levels, this
leads to the capacity formula for power-constrained waveform channels with colored noise:

A max{v — SU,U(f),0}>
C_/_WQIOg (1+ Soo(f) df,

where v is chosen by waterfilling as the unique level with [‘max{v — Syy(f),0}df = P.
Observe that if you consider the Toeplitz matrix

Ryy(0)  Ryyp(l) .- Ryuy(n—1)
n RU,U(1> - . T .
R}, = _ ,
: Ry (1)
Ryy(n—1) e Ryuv(1)  Ryu(0)

then wTRg%w =E[( ?io eeU;)?]. This matrix is positive semidefinite, so it has nonneg-
ative, real eigenvalues 7, 1,..., Tyn.

Theorem 1.2 (Szegd). The fraction of these eigenvalues that lie in (fo, fo +¢€) for any fo
converges to a limit in the sense that for any function F : Ry — R that is continuous,

n w/T
LY F) o [ S
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Where does this theorem come from? Think about this in terms of eigenvalues:

wy
Rglgjwlgn) = Tn7kw,(€n), w](cn) =
Wk n

normalized to make ||wl(€n) |2 = 1. Associate to this

n _qlrf
Zw) it

which is a periodic function of period 2W. Then

v (n)
/ B ()2 df = w2 =1,
W

and

2W/ [ (1) 2Sw (f) df = 2W/ ZZwa —i5 =0 8y, (f) df

W =1 =1
= (w (n))TR(n)( ’(cn))

== ka.
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